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Résumé. Le but de ce papier est de révéler les possibilités enregistrées dans les statistiques officielles 

roumaines pour développer une longue, mais forte mise en œuvre des techniques d'estimation sur petits 

domaines, en faisant appel à l'utilisation de logiciels statistiques R. La technique d'estimation sur petits 

domaines, qui est un modèle d’approche  produisant  des données au niveau régional ou même au niveau 

municipal, a déjà été appliquée avec succès sur l'estimation de la migration internationale, qui est souvent 

difficile à estimer.  

Dans ces circonstances, les statistiques officielles en Roumanie font face à de nouveaux défis  visant 

les outils d'analyse des données. Dans ces deux dernières années, une petite équipe de statisticiens a 

introduit R, à la fois dans les statistiques officielles et les milieux universitaires, comme une opportunité de 

progrès.  

Le document contient un aperçu des techniques d'estimation sur petits domaines appliquées sur 

l'estimation de la migration internationale et couvre d'autres possibles applications d'estimation sur petits 

domaines, en exposant les difficultés qu’on connaît actuellement, enregistrées dans les statistiques 

officielles.   

Mots-clés. Estimation sur petits domaines, Enquête sur la population active, R software, Statistique 

officielle, Migration internationale 

 

Abstract. The purpose of this paper is to reveal the opportunities risen in the Romanian official 

statistics to develop a long-way but strong implementation of the Small Area Estimation techniques, 

together with the use of R statistical software. The Small Area Estimation technique, a model-based 

approach to produce provincial or even municipal-level data, have been already succesfully applied on the 

estimation of the international migration, which is often hard to estimate.  

In these circumstances, the official statistics in Romania faces new challenges in data analysis tools. In 

the last two years, a small team of statisticians introduced R both in the official statistics and academia, as 

an opportunity for progress. 

The paper contains an overview of the small area techniques applied on the estimation of international 

migration and covers other possible applications of small area estimation methods, presenting the 

challenges currently considered in the official statistics. 

Keywords. Small Area Estimation, Labour Force Survey, R Software, Official Statistics, International 

Migration 

 

1 Introduction 

The lack of availability of exact figures on emigration led to the need for new statistical thinking based on 



econometric models.  

In the context given by the difficulty in measuring the phenomenon of international migration, the official 

statistics in Romania developed and implemented a methodology based on Small Area Estimation (SAE) 

techniques. 

In the large-scale phenomenon of international migration, estimation for specified regions or areas are 

needed. The estimates from small areas are obtained by assuming that they are similar to the entire 

population. 

The computing solution for applying Small Area Estimation techniques was R, the most powerful data 

analysis tool. R has been choosen since it is by far the most used open source statistical software among 

data scientists and academic communities. The statistical software R shows the advantages of an open 

source system: low costs (the cost of using R are related only with training of users), easy customization 

and use of packages, technical support provided by a large community of users, continuous upgrade.  

 

2 Literature review 

Back in the 80s, Purcell and Kish (1980) described the estimation procedures for small areas using census 

data and aditional information from administrative data or similar sources. An extenstion of their view was 

created by Ghosh and Rao (1994).  

Nevertheless, some important scientific approaches of Small Area Estimation are the one of Rao (2003) 

and Sarndall (1984). These methods have been implemented by Breindanbach (2011) in the JoSAE 

package in R. Breidenbach (2012) developed Small Area Estimation methods for forest attributes, but the 

further scientific requierements showed that Small Area Estimation methods could be used on any gathering 

issue. 

Especially in the last decade, the interest for Small Area Estimation techniques in official statistics was really 

increasing. Several projects were successfully accomplished, having as main purpose the study, 

development and implementation of Small Area Estimation in European statistic offices. The Office for 

National Statistics in United Kingdom ran a large project named EURAREA 2001-2003, a project for 

enhancing Small Area Estimation techniques to meet European needs with participating countries in the 

European Union. Another important project was SAMPLE 2009-2011 (Small Area Methods for Poverty 

and Living Condition Estimates), which aimed to develop efficient and reliable indicators and high quality 

data on life conditions not only at national level but also at small area levels. European Commision 

supported another project aimed to cover the topic of Small Area Estimation on Poverty Statistics – 

AMELI 2011 (Advanced Methodology for European Laeken Indicators). Afterwards, another European 

project was ESSnet for Small Area Estimation. Its general objective was to develop a framework enabling 

the production of small area estimates for ESS social surveys.   

 

3 The methodology based on Small Area Estimation and R 

Small Area Estimation seeks to improve the precision of the estimates when standard methods are not 

enough accurate. Thus, Small Area Estimation method produces estimations for the areas having direct 

estimators not reliable. The conceptualization of this method is somehow confusing, because this technique 

does not require that the areas must be small, but the number of statistical units selected from the respective 

areas must be low. Also, the areas are sometimes called domains, due to the fact that they do not have to 

be geographical, but could refer to cross-classified demographic categories or other kind of categories, like 

a group of economic activities. 



In Romania, the applied methodology of Small Area Etimation is used to produce data on annual 

international migration outflows. In order to meet the requırements of the SAE procedure, two data 

sources are combined: the Labour Force Survey (LFS), a statistical survey containing the variable of 

interest and a set of covariates and the 2011 Population and Households Census containing the same 

covariates and an auxiliary variable (Resident population). The common variables of LFS and Census were 

used to identify the possible correlates of migration incidence.  

Thus, the following variables are used in the model:  

 Binary indicator variable for migration (survey variable): absent 

 Covariates : 

 Gender: male and female; 

 Age group: age in five categories (age 0-14, age 15-24, age 25-39, age 40-64, age 65 

and over); 

 Residence area: urban and rural; 

 Education level: education in three categories (low, medium and high); 

 Activity: activity in five categories (employed, unemployed, pupil/student, pensioner and 

other situations); 

 Marital status: marital status in three categories (single, married, widow/divorced). 

LFS migration data consists of binary variables at the unit level. The variable of interest for the model is 

absent explained as it follows:  

 1 - If people are absent from home for more than 12 months; 

 0 - Otherwise.  

Hereby, the categorical effect is represented by the migrant/non-migrant state of person.  

Based on combined data from the both sources, application of the Small Area Estimation model makes 

possible to estimate the stock of emmigrants at county level. 

The model is explained schematically in the Appendix, based on an exemplification of one of the covariates 

– age group. The LFS structure contains migration status by age group, at unit level (individual data). The 

Census data is structured by small areas and age group. The specific variable of LFS is “Migration status” 

and the specific variable of Census data is “Resident population”. By combining both data sources, will 

result estimates at small area level. Actually, different forms of the procedure could be developed 

depending on the completeness of the information available in both data sources. 

The computation method used was JoSAE package and nlme package from R software.  

The model for estimating migration is based on linear regression models with mixed effects (fixed or 

random), hereby lme function (Linear mixed-effect model) is used. The regression coefficients are 

computed by maximum likelihood - Restricted Maximum Likelihood (REML). Below we present the lme 

function in R, its output and the explanations in Table 1, applied on a simulation on small number of 

individuals: 

 

> summary(fit.lme <- lme(absent~edu_med+edu_high+activ3+activ4+age_2+age_3, data = LFS, 

random = ~1 | county)) 

 

 



 

 

 

Table 1. The output of the lme function in R 

 

Output Explanations 

Linear mixed-effects model fit by REML 

 Data: LFS 

       AIC             BIC           logLik 

  -1013620    -1013517       506819 

AIC (Akaike Information Criterion) 

and BIC (Bayesian Information 

Criterion) criteria that can be used to 

select the model (for example, for 

two different models, a lower AIC 

denotes a better model) 

Random effects: 

 Formula: ~1 | county 

        (Intercept) Residual 

StdDev:    0.027727 0.112331 

 

Estimates of dispersion parameters - 

random effect 

Fixed effects: absent ~ edu_med + edu_high + activ3 + activ4 + age_2 + 

age_3  

                   Value             Std.Error              DF          t-value       p-value 

(Intercept)  0.011774957    0.0006298361    661511    18.69527  0.0000 

edu_med      0.009224348   0.0003336516   661511     27.64665  0.0000 

edu_high     -0.000901400  0.0007034765    661511    -1.28135    0.2001 

activ3         -0.021757633    0.0004961657    661511   -43.85155  0.0000 

activ4          -0.013458106    0.0003602981   661511    -37.35269  0.0000 

age_2           0.022043679     0.0004960532   661511     44.43814  0.0000 

age_3           0.022883402     0.0004074020   661511     56.16909  0.0000 

 Correlation:  

        (Intr) edu_med    edu_sup    activ3  activ4  age_2  age_3 

edu_med    -0.224                                    

edu_high    -0.103      0.309                             

activ3         -0.162      0.270        0.140                      

activ4         -0.265      0.220        0.121   0.251               

age_2         -0.071     -0.103       -0.036  -0.378  0.147        

age_3         -0.145 -0.122           -0.129  0.113   0.292  0.172 

Estimated values of the parameters ; 

Standard deviations; 

T-student significance test; 

Correlation matrix. 

Standardized Within-Group Residuals: 

        Min          Q1         Med          Q3         Max  

-1.80565643 -0.22612616 -0.05270228  0.04283191  8.94436024  

 

Number of Observations: 664703 

Number of Groups: 42 

 

Descriptive statistics of residual 

values; 

Number of observations; 

Number of groups. 

 

 

The linear mixed regression models were applied because the individual data (unit level) were organized 

into clusters (area level). The theoretical values of the variable of interest are correlated with covariates 

through a regression function. In general, the regression parameters can be generated by fixed effect 

regression (number of coefficients is equal to the number of covariates), or could be generated by random 

effect (number of coefficients are multiplied by the number of areas). 

In order to ensure representativeness on small areas, the estimators must be unbiased; therefore the 

estimated average of the variable of interest must represent all the statistical units in the sample. Unbiased 

estimators are usually obtained by selecting very large samples, the selection comprising statistical units 



distributed in all the small domains (design-unbiased estimators). In this case direct estimators can be used 

successfully.  

But, in our case, was not possible to use direct estimates because they were not reliable. Therefore, was 

necessary to use econometric methods to compute unbiased estimators (model-unbiased estimators). 

The JoSAE package in R produces three types of estimators: GREG estimator, Synth estimator and 

EBLUP (Empirical Best Linear Unbiased Prediction) estimator.  

The GREG estimator is obtained by adjusting the direct estimator Horwitz-Thomson with the differences 

between auxiliary variables environments calculated for each area of the both data sources, Labour Force 

Survey and Census.  

The Synthetic estimator involves linearity between the variable of interest and covariates for all areas, 

including those that were not included in the sample.  

The model based-estimates and the design-based estimates are combined to produce EBLUP estimates. 

In statistics, BLUP is the resulting value of a predictor based on linear mixed models to estimate 

parameters due to regression's random effects.  

We used EBLUP estimators as final value for the estimates because of its accuracy. These are said to have 

the best properties of both the design-based and model-based estimates. 

The Synth, GREG and EBLUP estimates are obtained with a single function of JoSAE package: 

 

> result <- eblup.mse.f.wrap(domain.data = d.data, lme.obj = fit.lme) 

 

The function eblup.mse.f.wrap computes estimates at county level as shown in the Table 2. 

Table 2. The types of estimators produced by SAE method in R 

 

county EBLUP GREG Synth 

1 37660 37624 37624 

2 47660 47524 47524 

3 64660 64624 64624 

4 63660 66324 66324 

 

The function eblup.mse.f.wrap is also computing the variances of the EBLUP, GREG and Synth 

estimates. The wrap function returns a data frame with many entries for every domain:  

 Predictor variables obtained from the domain data; 

 Mean of the predictor variables and response observed at the samples;  

 Number of samples; 

 Mean residuals of a linear model and the linear mixed-effect model; 

 EBLUP, GREG and Synth estimates of the mean of the variable of interest; 

 Variance of the means for the sample; 

 Components of the EBLUP variance and the standard errors derived from the variances. 

A huge challenge is the accurate choice of the most plausible estimation model and this is essential by 



compromise between minimizing the variance of estimators and their displacement beside the mean values. 

Also, auxiliary variables used must be correlated with the variable of interest and the correlations between 

variables must be strong. However, the selection of auxiliary variables depends on data availability (of their 

existence in the small area level). Along with small area estimates were computed model selection 

measures: Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC). 

Small Area Estimation techniques were used to obtain estimates at county level (NUTS 3), with reliable 

coefficients of variation with values between 0,88 and 3,94. The minimum value 0,88 shows a high-level of 

emigration in the given county, meanwhile the maximum value of 3,94 shows a low level of the 

phenomenon of migration. In Table 3 we present the distribution of the coefficients of variation in the 42 

counties : 

Table 3. Distribution of the coefficient of variation of the SAE estimates 

 

Coefficient of 

variation 
Frequency Percentage 

0.00-1.00 2 4.87 

1.01-2.00 21 51.21 

2.01-3.00 12 28.25 

3.01-4.00 7 15.67 

 

Also, just to ensure the accuracy of the estimations, the benchmark method was used, comparing the 

results of Small Area estimation model with the mirror statistics from Eurostat Migration Data. 

Actually, the model is of course perfectible; it remains some challenges like the non-migration character of 

Labour Force Survey, the data availability or the imposibility to estimate on disaggregation levels.  

 

4 Further research opportunities 

Small Area Estimation techniques could be successfully applied in various social and economic statistics 

fields.  

A special attention is focused on the poverty measurement. One of the conclusion exposed by UNECE 

(2013) of the in-depth review of poverty statistics was that «an important direction for developing poverty 

statistics is to improve the reliability of poverty measurement on the basis of indirect assessment methods, 

including for small areas.». 

The model could be applied for producing estimates of poor individuals in small areas, such as counties 

level. Also, using EU-SILC, Census data, or other statistical and administrative sources SAE method could 

be used for estimating either the number of people at risk of poverty or social exclusion, poor persons, 

persons living in households with low work intensity, or individuals with severe material deprivation. The 

World Bank have already used SAE methods for shaping the Poverty Maps and Shared Prosperity and 

they have published their results in Bedi’s study (2007). One of the beneficiary countries was Romania 

(2013). 

Another possible application of Small Area Estimation techniques is the small area estimates of labour 

status or educational level, based on Labour Force Survey. 

The estimates obtained by Small Area Estimation Techniques would contribute to policy efforts aimed at 

reducing poverty, inequality and social exclusion, helping Member States in general and Romania in 



particular to progress towards the goals of the Europe 2020 Strategy or to design better policies.  
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Appendix 

The procedure of Small Are estimation model on international migration 
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Source: Author’s view, adapted from Tehnical Report on Collection of Economic Characteristics in Population Censuses, 

Statistics Division of United Nations (2002) 
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